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Abstract The application of continuum mechanics and microstructural analysis to geological studies over the past 30 years has spurred earth scientists to reassess fundamental tectonic processes such as subduction, collision and rifting in terms of dynamics. Armed with new analytical methods, geologists have returned to the field to look at rock structures with more mechanistic eyes. The advent of sophisticated computers, programs, and laboratory deformation equipment has facilitated the simulation of geodynamic processes that range in scale from the grain to the lithosphere. The result has been specialization, with the concomitant opening of communication gaps between geodynamicists, field geologists and rock mechanicians. Partly, these gaps reflect differences of perception and approach. In order to bridge these gaps, a workshop was organized after the DRM conference to debate how field and laboratory studies of deformed rocks can improve our understanding of lithospheric rheology, and in turn, how this understanding can be used to refine dynamic models of orogenesis. The workshop hosted participants with backgrounds in structural geology, experimental rock mechanics, metamorphic petrology and both numerical and analogue modelling. This paper summarizes the main controversies and conclusions reached during the workshop. For the sake of brevity, referencing in this summary is restricted to literature referred to during the oral presentations and to comments made by speakers themselves (names italicized).
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Problems of specialization and professional bias

Communication gaps between field geologists, geodynamicists and rock mechanicians arise not only from the specialized knowledge which has become necessary for new breakthroughs in their respective fields, but also from differences of scientific experience and approach: most field geologists have a detailed, kinematic view of an orogen, grappling as they must with the complexities of outcrop-scale structures and the regional geology (Fig. 1a). In reconstructing the three-dimensional structural evolution of an orogen, they are confronted with the problem of distinguishing dif-
ferently aged structures, strata and metamorphic mineral assemblages, some of which formed during unrelated tectonothermal events. Dating structures is a problem, especially if reliable markers are rare or missing. From the geometry of structures, geologists can infer the relative strengths of rocks and minerals. Under ideal circumstances, they can even determine the local direction and magnitude of finite strain axes. Unfortunately, even good structural information in nature reveals very little about the stress history of the orogenic lithosphere. In the absence of a stress-strain curve, field geologists can only infer the rheology of rocks by comparing natural structures and microstructures with those of tiny rock specimens deformed in the laboratory at much higher temperatures and strain rates. The geodynamicist's view of the lithosphere is perforce a large-scale geometrical and dynamic abstraction. Most dynamic orogenic models are two-dimensional and make plane-strain or thin-sheet approximations. At best, their geometry approximates that of lithosphere-scale structures obtained from geophysical images of mountain belts (Fig. 1b). Current numerical models of orogenesis are based on continuum mechanical principles and entail the assumption of an initially rheologically stratified lithosphere that undergoes homogeneous, steady-state deformation. Abstractions like this are certainly necessary if a model is to deliver results. Yet such abstractions evoke scepticism among some geologists because they are difficult to reconcile with the fact that deformational and metamorphic features in real rocks are often discontinuous in both time and space, at least on some scales. Interestingly, even a simple, two-dimensional model orogen requires that the deformation of the lithosphere be transient and heterogeneous at a displacement discontinuity or singularity defining subduction (Fig. 1b), especially if this discontinuity migrates in space and time during orogenesis.

The rock mechanists' view of Earth's lithosphere is primarily one-dimensional and is perhaps best exemplified with the simple strength vs depth diagram (Fig. 1c). Rock strength is inferred to increase with depth where deformation is by pressure-dependent fracture and frictional sliding, and, because of the positive dT/dz of geotherms, decreases with depth where deformation occurs by temperature- and strain-rate-dependent creep. Alternatively, mechanists think in multivariable space, constructing deformation regime maps for competing grain-scale processes. Models like this are empirically based and derive from the extrapolation of steady-state, laboratory flow laws to natural temperatures and strain rates. Yet, the only real justification for extrapolating steady-state flow laws to natural conditions is the similarity of microstructures in experiments with microstructures formed under dynamic conditions in naturally deformed rocks. Extrapolating experimental flow laws involves making numerous questionable assumptions, e.g. that real rocks deform at thermal, mechanical and structural steady state on the time scale of orogenesis, or that deformation occurs at conditions of uniform strain rate or uniform stress. The latter conditions only per-
tain if mechanical anisotropies in rocks are perfectly planar and remain, respectively, perpendicular or parallel to the shearing plane during deformation. In addition, experimental flow laws are often derived for very fine-grained aggregates, and extrapolating these flow laws entails the tacit assumption that grain-boundary effects are the same in nature as in the experiment, despite the fact that natural grain sizes are significantly larger than experimental ones.

Both the geodynamic and rock mechanical views are simple, based as they are on many assumptions that are untested, and a few that are false. Yet to an extent, the models they engender are realistic and have become paradigms.

So why improve such models? There are two main reasons: Firstly, we will understand the dynamics of lithospheric processes, such as orogenesis, better if we conduct quantitative forward modelling to test how varying rheological parameters affect the geometry and evolution of mountain belts and rifts. Rheology is only one parameter but an influential one that is poorly constrained at present. Modelling offers us a possibility to place additional constraints on the rheology of rocks. This approach complements laboratory experiments and field work, which face limitations of their own related to problems of time, scale, and drilling depths (to name only few). Secondly, there is something disturbing about models that are simple but nevertheless predict natural geometries. Perhaps the models are only apparently successful, i.e. they may be telling us right things based on some wrong assumptions. New perspectives open up when fundamental assumptions (e.g. steady state) are questioned and discrepancies between nature and experiment are noted.

**Current approaches, results, questions and debates**

To focus debate, four questions were posed at the beginning of the workshop:

1. What is the effect of rheology on numerically modelled orogenesis and rifting?
2. What does nature tell us about rock rheology?
3. What are the problems in extrapolating experimental flow laws to natural strain rates and temperatures?
4. What can we learn from analogue models?

These questions were addressed by invited speakers (Chris Beaumont, Mervyn Paterson, Stefan Schmid) and then opened to discussion between shorter oral presentations from other workshop participants. Herein we summarize some of the results and debates centred on these questions as a prelude to a venue for future work.

Modelling studies show that although rheology certainly affects the style and evolution of lithospheric deformation during both orogenesis and rifting, it is only one parameter among other important factors (e.g. imposed tectonic forces, force of gravity, denudation rate). Several presentations demonstrated how velocity boundary conditions can be varied in numerical and physical models to investigate the deformational styles of crustal layers with various mechanical and thermal properties. As mentioned in the previous section, rheology is simulated by extrapolating experimentally derived constitutive equations of flow to natural temperatures and strain rates. In finite-element models of lithospheric subduction beneath an orogen (Beaumont et al. 1994), altering the rheological parameters in the constitutive equations affects orogenic style, but these changes in style reflect the relative magnitude of crustal strength, the driving forces and the force of gravity rather than the absolute strength or material properties of the layers (Beaumont). Modelling strain localization and strain-dependent changes in rheology is in its infancy, partly because the size of finite-element grids in such models places a lower limit on the scale of strain heterogeneities that can be modelled, and partly because we do not know yet over what scales the rheological parameters are invariant. Therefore, the finite-element approach may not be suitable for modelling strain localization if localization involves the propagation of instabilities nucleated on very small scales.

One approach to simulating strain-dependent changes in rheology entails parametrizing the transition between two deformation mechanisms (Braun). Numerical analysis of a rheological system in the vicinity of a deformation mechanism boundary reveals that such systems behave in a very complex manner which is not observed on either side of this boundary. In Braun’s model of the switch from grain-size insensitive (dislocation) creep to grain-size sensitive (diffusional) creep, for example, even minor perturbations in the initial grain-size distribution within the mantle can induce runaway strain localization along fine-grained zones. Localization patterns during rifting propagate to progressively larger scales and eventually affect the entire lithosphere. Thus, current numerical methods are capable of reproducing strain localization on the same range of scales as those observed in nature. This raises the following question: What scale(s) of inherent heterogeneities engender and/or inhibit the growth of mechanical instabilities which lead to strain localization on the lithospheric scale?

Field studies of natural structures have confirmed some, but not all, of the detachment horizons predicted in dynamic models (Schmid). Detailed structural studies of both orogenic and rifted continental crust indicate that weak zones of detachment develop with progressive strain at the following locations (Fig. 2): (a) at or near the brittle-to-ductile transition; (b) at the base of hydrous, quartz- and melt-rich layers in the intermediate and lower crust; and (c) possibly also at the top of the mantle lithosphere. These weak zones and detachments resulted from various mechanism transitions which are either strain-dependent at
initially high differential stresses (e.g. transition from cataclasis or dislocation creep to diffusion creep in (a) and (c)) or enhanced by syntectonic metamorphic reactions (Handy 1989).

Experimentally derived constitutive equations are relatively well constrained for power-law (dislocation) creep of polycrystalline aggregates of quartz, calcite, halite and olivine (Paterson (1987); Carter and Tsenn 1987; Kohlstedt et al. 1995). This does not mean, how-

ever, that their extrapolation to natural conditions necessarily yields realistic lithospheric strengths (Paterson 1987). Extrapolated mechanical data from the laboratory are only geologically relevant if the deformation processes in the Earth are really reproduced on the laboratory scale. Even then, there is the problem that the laboratory data pertain to a small sample of rock. This sample does not necessarily represent fully the geological rock mass because of larger-scale heterogeneities (e.g. joints, shear zones) in the rock. Furthermore, the regional-scale geological body may contain different rock types. The rheological properties that are appropriate for geodynamical modelling are those of a “representative elementary volume” (REV) of the rock mass or regional body which averages over the heterogeneities and rock types; therefore, it is in general also necessary to undertake a modelling to obtain the rheological parameters appropriate to the REV from the parameters determined in the laboratory on individual rock types. This rheological modelling will be analogous to that involved in modelling the properties of a polynmeric rock in terms of the properties of the individual phases. Another problem is whether steady-state flow laws are appropriate for simulating the rheology of transient, high-strain deformation in the lithosphere. The assumption of mechanical steady state may only be applicable to nature if the rate of microstructural equilibration during changing environmental conditions is fast with respect to the duration of deformation.

Despite problems of equilibration rate, detailed microstructural and palaeopiezometric studies in field areas with a well-constrained thermal and kinematic history (e.g. the sheared contact aureole of syn-tectonic granitoids) indicate that, at least in the case of quartz, the differential stresses obtained from grain-size palaeopiezometers (Christie and Ord 1980; Etheridge and Wilkie 1981) are consistent with the stresses independently predicted by the experimental flow laws for dislocation creep at the temperatures and strain rates of deformation (Schmid). This lends semi-quantitative credence to the extrapolatibility of steady-state flow laws for power-law creep of quartzite. In fact, the relative strengths of several silicate minerals inferred from microstructures in naturally deformed rocks (Handy and Zingg 1991) is in surprisingly good agreement with relative strengths of these mineral aggregates obtained by extrapolating laboratory flow laws to a range of natural strain rates and temperatures (Schmid). Moreover, the minimum temperature predicted for the onset of intracrystalline plasticity in major rock-forming minerals is similar to that estimated by extrapolating laboratory flow laws for power-law creep and frictional sliding to natural conditions (e.g. Brace and Kohlstedt 1980). For example, van Daalen et al. (1999) estimated a minimum temperature of 270°C for the onset of intracrystalline plasticity in natural quartzite layers.
In contrast to quartzite, there are still no adequate flow laws for feldspar aggregates that can be used to estimate the rheology of the lower crust. Numerical models of orogenesis which utilize the few available feldspar flow laws yield anomalous orogenic styles which are diagnostic of an unrealistically weak lower crust (Ellis). This is clearly inconsistent with field evidence that the lower crust is relatively flow resistant (Schmid). Large segments of the lower crust are inferred to be stronger than both the intermediate crust and the upper mantle, based on the geometry of lower crustal reflectors in seismic reflection profiles across the Central Alps (NFP20-East profile; Schmid et al. 1996). The opposite conclusion is reached by Reston (1990) based on the geometry of seismic reflectors in the northeastern Atlantic passive continental margin, where a relatively weak lower crust is believed to have decoupled the upper crust from the upper (lithospheric) mantle. However, Schmid pointed out that the same reflection seismic data can be used to infer detachment of the entire crust from the upper mantle along the MOHO and/or within the base of the lower crust; therefore, even in continental margins undergoing extension, the lower crust may be relatively strong compared with the upper crust and upper mantle.

Orogenes with well-constrained structures and histories are natural laboratories on the largest scale and can be used to infer stresses in the lithosphere (e.g. Fleitout and Froidevaux 1983; Molnar and England 1990; England and Molnar 1991; Stüwe 1998). These and many other studies show that the average shear stress acting on the base of the continental lithosphere is of the order of 100 MPa. Due to thermal and lithological heterogeneities, however, it is likely that some parts of the lithosphere are much stronger than this value (several hundred MPa), whereas other parts are much weaker (tens of MPa). These values fall within the range of differential stresses obtained from laboratory-calibrated palaeopiezometers applied to dynamically recrystallized aggregates in natural mylonites (Etheridge and Wilkie 1981). They are also consistent with flow stresses obtained from flow laws for solid-state creep of two-phase aggregates (Handy et al. 1999).

New flow laws for high-pressure and ultrahigh-pressure minerals in crustal rocks (e.g. coesite; Stöckhert and Renner 1998) provide upper bounds on the shear stresses in subduction and collision zones (Stöckhert). The preservation of undeformed to weakly deformed high- and ultrahigh-pressure metamorphic rocks in mountain belts and the notable absence of evidence therein for dislocation creep at ultrahigh-pressure conditions indicate that deformation during subduction is localized within a low-viscosity channel at the top of the downgoing slab (Stöckhert et al. 1997, 1999; Stöckhert and Renner 1998). This suggests effective mechanical decoupling at the plate interface. It further indicates that shear heating does not contribute significantly to the heat budget of subduction zones (Stöckhert and Renner 1998). Certainly, differential stresses in low-viscosity channels are lower than those required in computer simulations (Peacock 1996) to raise the local subduction geotherm to levels necessary for the formation of commonly observed (ultra)high-pressure mineral assemblages at these high pressures. Dissolution–precipitation creep is suggested to be the dominant deformation mechanism in subduction shear zones, accounting for the low shear stresses and high strain rates characteristic of most subduction zones. Conventional-strength profiles (so-called Christmas trees; Ranalli and Murphy 1987; Fig. 1c) based on extrapolated flow laws for grain-size insensitive, power-law creep are therefore inappropriate to simulate the rheology of subduction zones and some collisional zones.

In other tectonic settings, large-scale heat sources affect crustal rheology. For example, advected heat associated with syn-tectonic granitic intrusions in the intermediate crust is expected to have a profound softening effect on the rheology of continental transpressive zones (Brown and Solar 1999). This effect generates feedback relations between deformation and melt movement (Brown and Solar 1998) and limits the contribution of deformation to the heat budget. Similarly, the duration of deformation with respect to the characteristic thermal diffusion time in deforming rock determines the evolution of the relative viscous strength of different layers in the lithosphere during orogenesis (Schulmann, Thompson, Thompson et al. 1997, 2001).

In affecting the local heat budget, deformation perturbs chemical equilibrium on the grain scale (Stützitz 1998). This in turn may affect the interpretation of pressure–temperature paths in metamorphic rocks which are used to constrain geodynamic models (Stüwe and Sandiford 1994). Barr and Houseman (1996) studied the dynamics of brittle fracture development in rocks and concluded that because of a singularity condition near tips of faults, mineral parageneses in fractured metamorphic rocks may record pressures exceeding the actual lithostatic pressure. Provided that the rate of strain energy dissipation is sufficiently high, the temperature-sensitive mineral parageneses may reflect the level of differential stress level (e.g. England and Molnar 1991; Stüwe 1998); however, few studies thus far have provided unambiguous evidence that metamorphic minerals record the differential stress during deformation.

Scaled analogue models have been used to simulate a wide variety of tectonic processes and settings, e.g. deformation in fold-and-thrust belts (e.g. Malavieille 1984), mass transfer and deformation at convergent margins (e.g. Dahlen 1990; Gutscher et al. 1998), extensional fault geometry in core complexes (e.g. Brun et al. 1994), subduction and exhumation of high-pressure rocks (Chemenda et al. 1995), pluton emplacement mechanisms (Soula 1982; Román-Ber-
diel et al. 1995, 1997; Benn et al. 1998), block rotation within strike-slip and oblique-convergent fault zones (Schreurs 1994). A wide range of analogue materials with both cohesive frictional (Navier-Coulomb: e.g. sand) and linear viscous (Newtonian: e.g. silicon putty) rheologies have been used to reproduce the rheology of geological materials (review by Koyi 1997). The authenticity of such models depends strongly on their “scaleability” for kinematic, dynamic and rheological similarity with nature. Sandbox models of accretionary wedges that employ dry quartz sand simulate dilatant behaviour and have coefficients of cohesion and internal friction that are similar to those of crustal rock undergoing brittle deformation. Because the scaling factors for cohesion and geometry are the same between nature and experiment, sandbox simulations of mass-transfer modes, deformation patterns and force balancing that employ dry quartz sand or other granular materials, such as micro-glass beads or mortar, yield predictable and quantitative results. The applicability of such scaled models to natural systems is limited because the models are dry (i.e., there is no pore-fluid pressure) and because the scaling factors for the elastic parameters between sand and natural rocks differ from the scaling factors for cohesion and geometry by at least two orders of magnitude. For this reason, numerical models are an important supplement to analogue models (Kukowski). Initial results of thermo-mechanical modelling demonstrate the possibility of maintaining and measuring temperature gradients during deformation on a scale that allows one to simulate large-scale tectonic processes (Wosnitza et al., 2001). The advantage of analogue models is that they allow direct observation of the evolution of large-scale tectonic processes. In addition, the controlled kinematic, dynamic and rheological boundary conditions imposed in analogue models render them ideal for testing and calibrating numerical dynamic models.

A key to understanding crustal dynamics certainly lies in understanding mantle dynamics, particularly the role of the asthenosphere during orogenesis and rift- ing. Field studies on exhumed ultramafic rocks, as for example in Oman or in the circum-Mediterranean mountain belts, may yield insight into the mechanisms of deformation and localization in the mantle lithosphere (e.g. Vissers et al. 1995).

Detailed structural studies are required to determine the length scales of deformational heterogeneity, e.g. the spacing and/or length of shear zones on different scales of observation. Are these length scales dependent on the conditions and/or mechanisms of deformation? Such studies would help define the “representative elementary volume” of rock mentioned previously as a possible requisite for scaling laboratory rheologies to natural rheologies.

Additional field studies in well-known geological settings (i.e. where differential stress, temperature and/or strain rate can be reasonably well constrained) are needed to test laboratory flow laws for various creep mechanisms. Field studies of natural tectonites can also be used to derive constitutive laws for grain growth under both static and dynamic conditions, and to establish melt distribution in both annealed and dynamically recrystallized, anatectic rocks. On an even smaller scale, element distribution patterns in porphyroclasts may yield a new way of determining the magnitudes of shear stresses (Stüwe) provided that the kinematic and thermal history of the samples is simple and well established. In general, nature can be used as a laboratory if the kinematic and metamorphic histories are sufficiently well known to provide tight constraints on the physical conditions of deformation (temperature, effective pressure, strain rate, strain, differential stress).

A search for and study of transient phenomena in naturally deformed rocks (e.g. at the brittle–ductile transition) may help to characterize some of the underlying causes of episodicity and cyclicity in orogenic processes. Most, if not all, geological processes are temporally discontinuous and are often perceived as “events” in the rock record (e.g. earthquakes, melt segregation, convection, erosion). A given process appears to occur only if a threshold value of a parameter(s) related to that process is exceeded. Episodicity in orogenesis may also be related to complex, non-linear feedback mechanisms, as for example in the relationship between the change in strain rate along large shear zones as a function of viscous shear stress (by a power-law relation), temperature (by an exponential function), syn-tectonic grain size (by a power-law relation), erosion rate and crustal thickness (by a quadratic function). Constraining threshold values and non-linear feedback mechanisms in naturally and experimentally deformed rocks may help to simulate the role of transient rheologies in orogenesis.

---

**Venue for future work**

The workshop concluded with recommendations on how future research could usefully be directed in order to resolve the questions raised herein. Recommendations were made for field studies, rock deformation experiments and geodynamic modelling, although it was agreed that future projects will benefit from a combination of these approaches.

**Field studies**

Starting with large-scale tectonics, more integrated geological–geophysical studies of different types of mountain belts are needed to establish the relationship between orogenic architecture, kinematic framework and the pre-existing (i.e. pre-orogenic) lithospheric configuration.
Rock deformation studies

New experiments are needed to investigate the rheology of polycrystalline mineral aggregates during strain localization, syntectonic reaction and syntectonic partial melting. In particular, high-strain (torsional) experiments designed to allow the extraction of time- and strain-dependent flow parameters may be used to investigate strain localization. Although such experiments are less direct in providing rheological data because of the inhomogeneous deformation in a torsion specimen, with appropriate analysis they may provide models with flow laws that are more applicable to the deformational processes during subduction, orogenesis and rifting than current flow laws derived from relatively low strain, homogeneous deformation. Feldspar and amphibole are abundant constituents of the lower continental crust; thus, better flow laws for dislocation and diffusion creep of these minerals are obviously desirable for extrapolation to natural conditions in dynamic models.

There is a great need for experimental flow laws for very fine-grained rocks, especially those rocks which comprise two or more dispersed minerals. These should be tested against a new generation of theoretical flow laws that describe the rheology of aggregates undergoing deformation by more than one mechanism (e.g. dislocation and diffusion creep) operating in series and/or in parallel.

Dynamic modelling

In the absence of reliable flow laws for some important minerals (e.g. feldspar) and deformation mechanisms (e.g. grain-size-sensitive creep of monomineralic aggregates), dynamic modellers can conduct parameter studies to test the robustness of their models to changes in rheology with respect to other factors. Strain localization over geologically significant time periods might be simulated by algorithms which emulate coupled processes (e.g. grain-size reduction and grain growth, localization and melt segregation).

On a different scale, dynamic models should be tested against well-studied type areas for subduction, orogenesis (e.g. the Central and Western Alps) and rifting (e.g. Galicia passive margin). Finally, the code used in the dynamic models can be improved by comparing experimental numerical models against analogue model experiments.

Even with a plethora of information, we can only shed more light on geodynamic processes if we realize that different approaches are not mutually exclusive, no matter how different the results of modelling, laboratory and field work appear to be in some instances. It was in this spirit of reaching conciliation through discrepancy that we sought to make progress in this workshop.
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