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Decadal climate predictions are of great socio-economic interest due to the corresponding planning horizons of several political and economic decisions. Due to
uncertainties of weather and climate, forecasts (e.g. due to initial condition uncertainty), they should be and are increasingly issued in a probabilistic way. Similar to
seasonal forecasts, also the decadal predictions are often issued in a categorical way, e.g. tercile (above normal, normal, below normal). Analogously to their continuous
counterpart, also categorical probabilistic predictions need to be calibrated to ensure their usefulness.
While re-calibration methods for seasonal time scales are available and frequently applied, these methods still have to be adapted for decadal time scales and its
characteristic problems like climate trend and lead time dependent biases. We propose a method to re-calibrate probabilistic categorical predictions that takes the
above mentioned characteristics into account and apply this method to decadal predictions from the MiKlip (Germany's initiative for decadal prediction) system.

Calibrating probabilistic decadal predictions 

for categories

1. Introduction

• Given the uncertainties due to, e.g. initial conditions, weather and climate forecasts should
be and are increasingly issued in a probabilistic way.

Probabilistic forecast?

What is a good Probabilistic forecast?

„... an important goal is to maximize sharpness without sacrificing calibration.“ 2,4

Sharpness:
Forecasts take a risk, i.e. are frequently
different from the climatological value?

Calibration or reliability:
Probabilistic forecasts „mean what they say“, e.g.
for days with a forecast of 30% chance of rain, we
expect a relative frequency of 30% rainy days.

2. Method

3. Application

Problems of our probabilistic decadal forecasts:

4. Summary
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𝐹𝜏,𝑖,𝑘: Cumulative forecast probability
of leadyear τ, initialization i and class k.

𝑂𝜏,𝑖,𝑘: Cumulative probability of class k
from observations for the time t(i,τ).

Verification with Ranked Probability (Skill) Score:

• The RPS measures accuracy (RPS = REL – RES + UNC) of
probability forecasts for more than two categories (e.g.
terciles, below normal, normal, above normal).

Fit multinomial distribution with VGLM5:

Characteristic problems of  decadal 
forecasts:
• limited number of hindcasts
• different climate trends
• dependence on lead years (drift)

• In contrast to GLMS, vector generalized linear models (VGLMs)
allow for response variables outside the classical exponential
family and for more than one parameter.

• VGLMs are estimated using iteratively reweighted least
squares (IRLS).

• VGLM is implemented in the VGAM5 package of R.
 Re-calibrate decadal tercile predictions by:

𝜂𝑗: Linear predictor j=1,2 for categories normal (s=2) and above normal (s=3)

𝛽 𝑗 𝑝: Regression coefficients

𝑥 𝑠 : Number of ensemble members in category s

𝜏: Lead year
𝑡: Initialization year

𝜂𝑗 = 𝑙𝑜𝑔
𝑃(𝑌 = 𝑠)

𝑃(𝑌 = 1)
= 𝛽 𝑗 1 + 𝛽 𝑗 2𝑡 + 𝛽 𝑗 3 + 𝛽 𝑗 4𝜏 𝑥 𝑠 1

+ 𝛽 𝑗 5 + 𝛽 𝑗 6𝜏
2 𝑥 𝑠 2 + 𝛽 𝑗 7 + 𝛽 𝑗 8𝜏

3 𝑥 𝑠 3

𝑅𝑃𝑆𝑆 > 0: Forecast is more skillful than reference.
𝑅𝑃𝑆𝑆 < 0: Reference is superior to forecast.
• RPSS was calculated with FairRpss1 function

implemented in the SpecsVerification package.

Data:
• Surface temperature
• Model: MPI-ESM-LR,
• Prototype (GECCO2)
• 15 ensemble members

• Initialization years: 1961-2011
• Lead years: 10
• Annual mean
• Reference: NCEP 20CR (1961-2009)

Cross-validation:

• 39 years were used  for training and a 10 years window was 
left out for validation.  The validation window was shifted 
year-wise

• RPSSraw (reference raw model) and RPSSclim (reference 
climatology) were calculated for the validation windows.

„... ensemble distributions typically underestimate the true forecast uncertainty and 
tend to be overconfident ...“ 3 Adjust ensemble spread

Results:
• Re-calibrated model is superior to raw model for most regions

• Antarctic (RPSSclim ≈ 0.6)• North Atlantic (RPSSclim ≈ 0.6)
• Western Europe (RPSSclim ≈ 0.4)
• Indian Ocean (RPSSclim ≈ 0.6)
• West Pacific (RPSSclim ≈ 0.8)

High probability of warmer
(than normal) temperature for 
years 2017-2020 over: 

High probability of colder
(than normal) temperature for 
years 2017-2020 over: 

(a) RPSSraw for lead year 6-9 (b) RPSSclim for lead year 6-9

(c) T above normal for 2017-2020 (ly 6-9)

(e) T above below for 2017-2020 (ly 6-9)

(d) Uncertainty for T above normal for 2017-2020

• Re-calibration shows an im-
provement w.r.t. raw model for
almost every region.

• Re-calibration also outperforms
the climatology in many regions.

• Regions with both, high prob-
abilities of warmer/colder temp-
eratures and positive skill could
be detected

• This regions also exhibit a small
uncertainty due to parameter
estimation.

Outlook:
• What happens if continuous

predictions will be re-calibrated
first and terciles calculated
afterwards

• How great is the impact of the
influencing factors lead year and
initialization year?

• Use VGAM instead of VGLM

(f) Uncertainty for T below normal for 2017-2020

RPSS of the re-calibrated model w.r.t. raw model (a) and climatology (b) for lead years 6-9. (c)
and (e) show the predicted probability of temperature above and below normal for years
2017-2020. The prediction was re-calibrated with regression coefficients estimated during
training phases of cross-validation (1961-2009 -> 39 estimates for 𝛽 𝑗 𝑝 and 39 re-calibrations).

While (c) and (e) is the mean of this 39 re-calibrations, the corresponding uncertainties (d) and
(f ) were calculated by their standard deviation.

Schematic overview of the difference between deterministic, continuous and categorical probabilistic forecasts. Figure (a) shows an example of
deterministic forecast (red line). Figure (b) shows an exemplary ensemble prediction (red lines). For each year the ensemble members could be
represented as PDF (e.g. 2007, figure (c)) or divided into categories (e.g. terciles, figure (d)).
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